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ANSYS HPC:
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ANSYS HPC Parametric Pack :
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ANSYS Mechanical 18.0 benchmarks on one HPE node of XL170r Gen9 with
dual 14-core Intel Xeon E5-2690v4 “Broadwell” processors, 129 GB of memory
500
a50 B Geometric Mean of 10 Benchmarks
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Eteroraeckard Number of Cores

Sovler Rating : It is computed by dividing the number of seconds in a day (86400
seconds) by the number of seconds required to run the benchmark. A higher rating
means faster performance.

| %
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Parallel

X (4 Bio B IR Enabled

(Cores)
12 instead of 8 in 1%t Pack

HPC (per-process)
HPC Pack 512
* HPC product rewarding volume parallel processing for 128

high-fidelity simulations 1
* Each simulation consumes one or more Packs
* Parallel enabled increases quickly with added Packs
HPC Workgroup =

1 2 3 4 5 6 7

* HPC product rewards volume parallel processing for HPC Packs per Simulation

increased simulation throughput shared among engineers
throughout a single location or the world ‘

* 16 to 32768 parallel shared across any number of
simulations on a single server

HPC Parametric Pack

* Enables simultaneous execution of multiple design points
while consuming just one set of licenses

ANSYS HPC Workgroup

HPC Pack

Size of HPC User Environment

Single HPC solution for FEA/CFD/FSI

Cost-Efficient HPC Flexibility per Parallel Process

and any level of fidelity
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More products are now using ANSYS HPC

e Standalone HPC licenses, HPC Packs and HPC
Workgroup become more flexible and work across
physics with all ANSYS Mechanical, Fluids and
Electronics products*

Note: R19.0 license manager is required. For ANSYS Mechanical and
Fluids products changes are backward compatible; for ANSYS Electronics
products changes are compatible with version 19.0 and forward

4 Built-in HPCs now across all physics

e 4 built-in HPCs are now included in Mechanical, * Impacted products :
Fluids and Electronics products, including ANSYS AIM ANSYS Mechanical Pro, ANSYS CED Premium and
and ANSYS Chemkin Enterprise. Premium, Enterprise Enterprise
Note: built-in HPCs are linked to a solver seat and cannot be shared with ANSYS Mechanical CFD ANSYS HFSS
other solver seats!
ANSYS AIM ANSYS Q3D Extractor
HPC Packs are now additive ANSYS Maxwell ANSYS Icepak
e HPC Packs becomes additive in nature to the 4 built- ANSYS Mechanical CED ANSYS Chemkin-Pro and
in HPCs (e.g. 1 HPC Pack licenses 8 + 4 = 12 total Maxwell 3D Enterprise
cores, 2 HPC Pack license 32 + 4 = 36 total cores, etc.) _
ANSYS Mechanical Maxwell ANSYS Slwave
3D

Note: the single, standalone HPCs are not additive to the Packs

SYS
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ANSYS HPC Parametric Packf+48
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A Number of Simultaneous Design Points Enabled

12

1 2

3

4

5

>

Number of HPC Parametric Pack Licenses
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HPC license for running parametric FEA
or CFD simulations on multiple CPU
cores simultaneously, and more cost

effectively
Key Benefits

* Ability to automatically and simultaneously
execute design points while consuming just
one set of application licenses

* Scalable because number of simultaneous
design points enabled increases quickly with
added packs

* Amplifies complete workflow because design
points can include execution of multiple
applications (pre, meshing, solve, HPC, post)

ANSYS Confidential



One solver key
~ without HPC

\Sequential
‘'series of \

Time

HPC Parametric Packs amplify both
solver licenses and HPC licenses
allowing you to drastically reduce
time to innovation, without the cost
of additional solver or HPC licenses...

|94% Reduced Time
| tolnnovation———
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GPU acceleration can be enabled through all ANSYS HPC product licenses:
ANSYS HPC, ANSYS HPC Pack and ANSYS HPC Workgroup.

~ &

Fluids / Structural products
1 GPU requires 1 HPC task as long as GPUs < CPU cores

Examples:
® 2 HPC licenses enable up to 3 CPU cores + 3 GPUs through the available 6 HPC tasks
® 1 HPC Pack enables up to 6 CPU cores + 6 GPUs through the available 12 HPC tasks
® 2 HPC Packs enable up to 18 CPU cores + 18 GPUs through the available 36 HPC tasks

©)

Electronics products
1 GPU unlocked by every 8 HPC tasks

® 4 HPC licenses enable 1 GPU through the available 8 HPC tasks
e 1 HPC Pack enables up to 12 CPU cores + 1 GPUs through the available 12 HPC tasks
e 2 HPC Packs enable up to 36 CPU cores + 4 GPUs through the available 36 HPC tasks
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HPC license cost decreases as more are purchased
either as HPC Packs or as HPC Workgroups.
]

ANSYS HPC and ANSYS HPC Workgroup gives flexible
use of a pool of licenses.
\

ANSYS HPC Pack gives “quick” scale-up but is more
restrictive in how users can use it.

License Fee per Core per User

——HPC Pack

-~ = HPC Workgroup

Number of Cores

3

The ability to be more flexible is why the HPC

Workgroup options cost more than the HPC Packs.
\

HPC Parametric Pack enables more cost-effective
licensing for design exploration and optimization.
\

—

e
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Total License Fee per Design

Point

—HPC Parametric Pack

\
N
\

Number of Simultaneous Design
Points
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Multiple licensing HPC Packs for quick scale-up.
options to fit different -
requirements. HPC Workgroup for Flexibility.

GPU'’s treated the same
as cores in the licensing
model.

As you scale-up license Per core pricing becomes less of
cost decreases per core.  anissue.

Running on 2,000 cores instead of 20 cores
at 1.5X — and not 100X

Filling up a 1024- instead of 128-core cluster
with 32-core jobs will cut the price per job in half!

Enabling 64 instead of 4 simultaneous design points
at ¥3X —and not 16X
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HDD vs. SSD
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SMP vs. DMP Clusters?
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Machine 1 (or Node 1) . Machine N (or Node N)

Processor 1
(or Socket 1)

Processor 1
(or Socket 1)

Dual quad-core processor

Dual quad-core processor

Processor 2
(or Socket 2)

Interconnect
(GigE or InfiniBand)




HSEAFEHT

4
Machine 1 (or Node 1)

Processor 1
(or Socket 1)

 Single Machine Parallel (SMP) systems share a single global memory
image that may be distributed physically across multiple cores, but is
globally addressable.

* OpenMP is the industry standard.

19 © 2016 ANSYS, Inc. July 4,2018 ANSYS Confidential
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Machine 1 (or Node 1)

Processor 1
(or Socket 1)

* Distributed memory parallel processing (DMP) assumes that physical
memory for each process is separate from all other processes.

* Parallel processing on such a system requires some form of message
passing software to exchange data between the cores.

 MPI (Message Passing Interface) is the industry standard for this.

----
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- ANSYS Mechanical

Frequency comparison on one 24-core node DMP=24
ICE XA 128GB @ 2133MHz

400.00 -

300.00 -

200.00

# Jobsiday

100.00

0.00

N N N N N N N
b= T T T T T T
Q Q Q Q (&) (&) &)
(=] - ~N ™ -+ wn o
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™~N N ~N ~N N N ~N
- - - - - - -
. V16cg-1 s V16cg-2 V16cg-3 Wam V16In-1 e V16In-2 V16sp-1

 \/16sp-2 V16sp-3 = V16sp-4 V16SpH ====Geom Mean ====|deal Trend

 Effect of increased core operating frequencies on the DMP
benchmarks running on 12 cores

* Influence is highest for sparse solver benchmarks
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- Is 24 Cores Equal to 24 Cores?

3 x (2 x4) =24 cores 2 x (2 x 6) = 24 cores

Dual quad-core processor Dual hexa-core processor

I e
S T e e e e e e
T

Dual quad-core processor Dual quad-core processor Dual hexa-core processor

TN ) | T

22 © 2016 ANSYS, Inc. July 4, 2018 ANSYS Confidential




23

THERAFEFTENZIE
- Is 24 Cores Equal to 24 Cores?

3 x(2x4)=24cores

Dual quad-core processor

Dual quad-core processor Dual quad-core processor

Memory (RAM)

2 x (2 x 6) = 24 cores
il i a8 0,3

Dual hexa-core processor

R
e e e

© 2016 ANSYS, Inc.
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X5570 quad-core processors have higher
performance per core than X5670 six-core
processors since X5670 share more resources

08 +
04 ] H x5570

W x5670
N
1\'\-/ N O / Yy 0\‘\ / (90
S SR N e g
«© & K ‘éo o QQO
Q \S\} Q
—— e ———
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SMP vs. DMP

Speedup Factor vs. Number of Cores
for ANSYS Mechanical

Tice-1 ——V17cg-2 ViTcg—3 mV1Tin-1 —®—V171n- —-V1Tcg-1 % V1Tcg-2 ViTcg-3 ™ ViTin-1 —®V17In-2
V17sp-1 ~W=V17sp-2 —ViTsp-3 —V17sp—4 ——V17sp-5 Vi7sp-1 -W=V1Tsp-2 ——V17sp-3 -——V1Tsp—4 ——V1Tsp-5
5.0 ) J 50.0
2.5+ 25.0t
0.0 ' : - 0.0 .
0 4 8 12 16 0 64 128 192 256
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JANSYS Application Examples

NVIDIA QUADRO GPUs FOR WORKSTATIONS

Ansys Mechanical 19
Power Supply Module [V19cg-1]

URDRO G100 B
QUADRO GV100
8 CPU Cores [ ovmvire N
et —
4 CPU Cores | Buseicsmss N

o 1.0 2.0 LI 4.0

Base + 5 HPC Licenses.

Relative Performance

Tests run on a workstation with 2x Intel Xeon Broadwell-EP [Xeon ES-2699 vi Bases 2.2 GHz Turbo- 3.6 GHz) 22-core
CPU, HT Of, Quadro GV100, Driver - 390.40, TCC, 254 GB RAM, Cent 05 7.2.1511 &4-bit
Benchmark Model: Steady state thermal analysis of a power supply module, 3.3Mdefs, JCG, real-value, symmetric

NVIDIA QUADRO GPUs FOR WORKSTATIONS

Ansys Mechanical 19
Turbine [V19sp-4)

UADRO Gy 100 T
QUADRO GV100
8 CPU ores | oo N
et
4 CPU Cores | Buseicsmss N

o 1.0 2.0 LI 4.0

Base + 5 HPC Licenses.

Relative Performance

Tests run on a workstation with 2x Intel Xeon Broadwell-EP [Xeon ES-2699 vi Bases 2.2 GHz Turbo- 3.6 GHz) 22-core
CPU, HT Off, Quadro GY100, Oriver - 390.40, TCC, 254 GB RaM, Cent 05 7.2.1511 44-bit=|-Benchmark Model: Static
nenlinear structural analysis of a turbine blade as found in aircraft engines, 3.2Mdols, sparse, real-value, symmelric
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* Need fast interconnects to feed fast processors

— Two main characteristics for each interconnect: latency and bandwidth
— Distributed ANSYS is highly bandwidth bound

ommm oo DISTRIBUTED ANSYS STATISTICS ———-—-——-——- +

Release: 14.5 Build: UP20120802 Platform: LINUX x64
Date Run: 08/09/2012 Time: 23:07

Processor Model: Intel(R) Xeon(R) CPU E5-2690 0 @ 2.90GHz

Total number of cores available : 32
Number of physical cores available : 32
Number of cores requested : 4 (Distributed Memory Parallel)

MPI Type: INTELMPI

Core Machine Name Working Directory
0 hpclnxsmc00 /datal/ansyswork
1 hpclnxsmc00 /datal/ansyswork
2 hpclnxsmc01l /datal/ansyswork
3 hpclnxsmc01 /datal/ansyswork

Latency time from master to core 1= 1.171 microseconds

Latency time from master to core 2 = 2.251 microseconds

Latency time from master to core 3 = 2.225 microseconds

Communication speed from master to core 1 = 7934.49 MB/sec €& Same machine
Communication speed from master to core 2 = 3011.09 MB/sec < QDR Infiniband
Communication speed from master to core 3 = 3235.00 MB/sec € QDR Infiniband

© 2016 ANSYS, Inc. July 4, 2018 ANSYS Confidential
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- ANSYS Mechanical

Speed losses on multiple 24-core nodes DMP=24 Turbo GigE
Rackable E5-2697 v2 12-core 2.7GHz GigE 128GB@1866MHz

1200.00
1000.00
800.00
600 .00 H 1 Mode
ol Hm 2 Nodes
=
2 40000
L]
=
T
0.00
— N C"'J -,—| N —| N m 'd' I.I:Tl (.D - | -
o o o = = n n [ 7 0 o
- = = = Z = = =+ = = = Z= Z=
o> ] ] ] ] ] -] - o E E
= @
o &)

Sgi
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- ANSYS Mechanical

( V13sp-5 Model

Turbine
geometry

2,100 K DOF
SOLID187 FEs

Static, nonlinear

One iteration
Direct sparse

Linux cluster (8
cores per node)

_\

© 2016 ANSYS, Inc.
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Rating (runs/day)

Interconnect Performance

4 Gigabit Ethernet

U
o

D
o

.41 DDR Infiniband

w
o

N
o

[N
o
|

o
|

“
/

8 cores 16 cores 32 cores 64 cores 128 cores
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- ANSYS Mechanical

* Need fast hard drives to feed fast processors

— Check the bandwidth specs

— ANSYS Mechanical can be highly I/O bandwidth bound
— Sparse solver in the out-of-core memory mode does lots of I/0

— Distributed ANSYS can be highly 1/0 latency bound
— Seek time to read/write each set of files causes overhead

— Consider SSDs

— High bandwidth and extremely low seek times

— Consider RAID configurations
RAIDO -—for speed
RAID 1,5 — for redundancy
RAID 10 — for speed and redundancy

29 © 2016 ANSYS, Inc. July 4, 2018 ANSYS Confidential
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- ANSYS Mechanical 18.1

When working directory is assigned to Z
Turbo Drive G2 and BMT models for CG
solver are used with more than 16 cores,
job speeds up by 1.4 times.

Average of 4 BMT Models for CG

1.6
1 142 15440 1z
1.4 4
L2 4 ta1g9 1.0§ g 10411 1.4x ’ ’
1
Speedup 0.8
0.6 |
o | SATA HDD
m SATA SSD
0.2
Z Turbo DriveG2
t 0
2 4 8 32 44
higher is
better Number of Core

Hardware Configuration:

When working directory is assigned to Z Turbo
DriveG2 and BMT models for SPARSE are used
with more than 16 cores, job speeds up by
1.8-2.6 times.

Ave. of 6 BMT Models for SPARSE

2.5 4

2

Speedup 1.5

higher is
better

2.67

2.16

2.03

i.ee

1.69
2.6x

13435

1.04.04 1.08.09

mSATA HDD
W SATA SSD
7 Turbo DriveG2

Number of Core

* HP 2840 workstation with dual E5-2699v4 (2.2 GHz), 128GBs 2400MHz memory
* Optional Storage: Micron SATA SSD No RAID or HP Z Turbo Drive G2 512GB No RAID

CYBERNET

30 © 2016 ANSYS, Inc. July 4, 2018 ANSYS Confidential
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- ANSYS Mechanical

120
M 4XSSD-RAID-0-SATA-3Gb/s
100 . ™ 1XSSD-SATA-6Gb/s B !

B HDD(7.2K RPM)-SATA-6Gb/s

Rating

31 © 2016 ANSYS, Inc. July 4, 201'8 ?g ‘.’/ //////
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o TFHEEE : 1/0 is very important for Mechanical Solver
o Raid 0 mandatory for multiple disks
o SSD’s recommended for speed, 15k SAS drives

e Parallel file systems can meet the requirements of both
types of solver
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Hewlett Packard

ANSYS Mechanical Starter Cluster Enterprise

Server Options Total Memory for the Cluster
— 1 XL1x0r Gen9 head node — Head and compute nodes: 4 to 8 GBs/ core
— 2-4 ProLiant Xeon nodes, each using 2 processors, in an
Apollo 2x00 chassis Cluster Interconnect
— Up to 28 cores per compute node — 10 Gigabit Ethernet or QDR InfiniBand (recommended

for jobs using more than 2 nodes
— E5-2690v4 14 core 2.6GHz processors recommended ] g )

— 3-6 480 GB SSD drives (RAID 0)
Operating Environment

Options — 64-bit Linux, Microsoft (HPC Pack) Server 2012

— 2 NVIDIA K80s (supported on the XL190r only)
Workloads

— Suited for Mechanical up to ~80M or ~550M DOFs,
depending on the solver used

B ANSYS
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Hewlett Packard

ANSYS Mechanical Midsize Cluster Enterprise

Server Options Total Memory for the Cluster
— 1 DL360 or DL380 Gen9 head node — Head node: 16 GB/ core
— 4-8 ProLiant DL380 Gen9 Xeon server nodes, each using 2 — Compute nodes: 6-12 GB/ core on each remaining node

processors (16 cores).

— 1 NVIDIA K80 Cluster Interconnect
— 2 to 24 internal 600 GB SAS 15K drives or 800 GB SAS SSDs — EDR InfiniBand for larger clusters
striped RAID 0 per compute node
— 6x2 TB SAS RAID 0 disk array on the head node Operating Environment
— [OR] 4-8 XL250a Gen9 Xeon server nodes (Apollo 6000), — 64-bit Linux or Microsoft HPC Server 2008
each using 2 processors (16 cores)
— Up to 2 NVIDIA K80s Workloads
— B internal SAS 15K drives or 800 GB SAS SSDs per compute — 512-2048 GB RAM configurations will handle up to ~8
node (suitable for nonlinear jobs > = 2M DOF simultaneous running ANSYS “mega models” of ~55 — 230M

— E5-2667v4 3.2 GHz 8 core processors recommended or ~580 DOFs, depending on the solver used

34 © 2016 ANSYS, Inc. July 4, 2018 ANSYS Confidential
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ANSYS MechanicalZ1FGPUjIhiE

600

1S
Better V14sp-5 Model

363

- Turbine geometry

- 2.1 million DOF

-~ SOLID187 elements

- Static, nonlinear analysis
~ One iteration

- Sparse direct solver

ANSYS Mechanical jobs/day

V.
2 CPU cores 2 CPU cores + 2 CPU cores + 8 CPU cores 7 CPU cores + 7 CPU cores +
Tesla K20 Tesla K40 Tesla K20 Tesla K40 S NVIDLA.
Simulation productivity Simulation productivity
(with a HPC license) (with a HPC Pack)

Distributed ANSYS Mechanical 15.0 with Intel Xeon E5-2697 v2 2.7 GHz CPU;
Tesla K20 GPU and a Tesla K40 GPU with boost clocks.
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Model: NNG Container
Nonlinear Static analysis

Solid elements, nonlinear geometry and

material

1 148 626 nodes (3.4 MDOF)

Benchmark completed on:

 Total time to complete one run

Intel(R) Xeon(R) CPU E5-2660v3 @ 2.60GHz
20 core cluster nodes

128 GB memory available/node
SUSE Linux Enterprise Server 11.3

© 2016 ANSYS, Inc.
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Elapsed time [min]

ANSYS Confidential

21:00

18:00

15:00

12:00

09:00

06:00

03:00

00:00

2 4 b §

# cores

0 Linear
NL geometry
I NL geometry & material

16 3



()ﬁléiﬁlﬁﬁ\

400 819 8999

/ Eﬁlﬁﬂ a |

lnfo chma@ansys ,

o 15

37 © 2016 ANSYS, Inc. July 4, 2018 ANSYS Confidential



